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Abstract

A router design for torus networks that significantly re-
duces message latency over traditional wormhole routers is
presented in this paper. This new router implements virtual
cut-through switching and fully-adaptive minimal routing.
Packet deadlock is avoided by providing escape ways gov-
erned by Bubble flow control, a mechanism that guarantees
enough free buffer space in the network to allow continuous
packet movement.

Both deterministic and adaptive Bubble routers have
been designed in VLSI using VHDL synthesis tools. Adopt-
ing a fair quantitative comparison, we demonstrate that
Bubble routers exhibit a reduction in base latency val-
ues over 40% with respect to the corresponding wormhole
routers, without any penalty in network throughput. With
much lower VLSI costs than adaptive wormhole routers,
the adaptive Bubble router is even faster than determinis-
tic wormhole routers based on virtual channels.

Keywords: Interconnection subsystem, parallel com-
puters, hardware routers, performance evaluation, VLSI de-
sign, simulation.

1 Introduction

Multiprocessor performance has considerably increased
during the last decade. On the one hand, distributed shared-
memory multiprocessors (DSMs) are becoming widespread
(SGI Origin 2000 [16], Cray T3E [20]). On the other hand,
nowadays message-passing multicomputers constitute the
frontier of computing power (ASCI Project [15]). As pro-
cessor computing power increases, communication perfor-
mance should increase accordingly in order to adequately
balance the system.

Interconnection networks have also significantly
evolved, reducing message latency and increasing through-
put. Most of these improvements come from architectural
advances. A significant architectural advance has been
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the use of pipelined switching techniques. In particular,
wormhole switching considerably reduces message latency
by routing a message as soon as its header arrives at a
router [7]. Data follow immediately after the header. This
strategy splits messages into small units of information,
or flits [6], performing flow control at the flit level. As
a consequence of this unique feature, flit buffers can be
very small, leading to compact and fast routers [4]. These
benefits led to the implementation of wormhole switching
in most commercial routers [2, 13, 19].

Moreover, this pipelined message transmission makes la-
tency less sensitive to the distance in the network provided
that messages are long enough, facilitating the search for
optimal topologies. Several researchers recommended the
use of low-dimensional direct networks in the k-ary n-cube
class [1, 8]. As a result, the use of bidimensional or three-
dimensional meshes and tori or limited-degree hypercubes
is common in multicomputers and DSMs.

However, wormhole switching has also some disadvan-
tages. A main one is that messages block in place when
the link requested by the header is busy. So, data flits span
over multiple routers, leading to significant link contention.
Contention can be reduced by multiplexing physical band-
width among several messages. This can be achieved by
using separate buffers, or virtual channels [9], associated
with each physical link. Virtual channels have also been
proposed to avoid message deadlock [7]. Another way to
reduce the negative effects of link contention consists of us-
ing adaptive routing, allowing packets to follow alternative
paths. Fully adaptive routing also requires virtual channels
to avoid deadlock in k-ary n-cube wormhole networks [10].
Finally, link contention can also be mitigated implementing
buffers large enough to store full messages. For example,
the Cray T3E router uses these three techniques: the virtual
channel buffers have capacity for 12 and 22 flits, thus being
able to store one and two messages, respectively. Moreover,
adaptive virtual channels are added to the oblivious ones,
only accepting a new message if there are enough empty flit
buffers to store the whole message [19].

Other routers such as the Intel Cavallino [2], the SGI
SPIDER [13] also employ a few virtual channels per phys-
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ical link with the latter implementing fully adaptive rout-
ing as well. Both features improve throughput significantly
[9, 10], and may reduce the execution time for bandwidth-
limited parallel applications. However, virtual channels
and adaptive routing have been shown to increment router
delay [4], thus increasing the execution time of latency-
sensitive parallel applications. For those applications, it
has been suggested that routers should implement neither
virtual channels nor adaptive routing [23]. Therefore, in-
cluding virtual channels and adaptive routing in a wormhole
router is a design tradeoff.

In this paper a new virtual cut-through (VCT) router is
proposed. We show that router delay can be reduced with
respect to a wormhole (WH) router while keeping the same
functionality. We have considered a context similar to the
one for the Cray T3E router, i.e., torus topology and short
messages, developing complete router designs for WH and
VCT switching. Both deterministic and fully adaptive min-
imal routing have been explored.

The contributions of this paper are: 1) a simple and effi-
cient strategy to implement fully adaptive VCT routers, 2) a
quantitative evaluation of deterministic and adaptive routers
for wormhole and virtual cut-through flow control, showing
that VCT router delay can be kept smaller than that of an
oblivious WH router, and 3) an evaluation of 2-D and 3-D
tori router networks under different traffic patterns, showing
that VCT routers considerably outperform their WH coun-
terparts.

The rest of this paper is organized as follows. Section 2
will present the framework and motivation for this research.
An informal and intuitive description of our adaptive rout-
ing proposal will be presented in Section 3, followed by a
description of the Bubble router architecture. Section 3 will
also provide VLSI cost values for the proposed router as
well as other router alternatives. A quantitative comparison
of all routers will be presented in Section 4. Finally, Section
5 will summarize the findings of this work.

2 Motivation and Related Work

When comparing among routers he benefits of the faster
ones are visible across all applications, whatever will be
their network load, in a consistent fashion. In particular, for
cc-NUMA machines, network latency at low load is crit-
ical because many applications use the network resources
within this operational zone.

Base latency strongly depends on router complexity; any
increment in router complexity implies either a decrement
in the router clock frequency or an increment in the number
of router pipeline stages. So, we should aim at designing
simpler and faster routers with few or no virtual channels
and simple routing algorithms. However, if we simplify
router design, how do we reduce the contention that typi-
cally arises when executing very demanding parallel appli-
cations?

A way to reduce congestion without requiring virtual
channels consists of using virtual cut-through switching
[14]. This switching technique requires buffers with capac-
ity for one or more packets, thus removing blocked packets
from the network. However, buffer requirements prevented
the widespread use of VCT in multiprocessor interconnec-
tion networks. As mentioned before, recent wormhole-
based routers already incorporate large buffers to deal with
contention. Thus, the main difference, between VCT and
WH routers is the size of their flow control unit. VCT
performs flow control at the packet level instead of at the
smaller data units employed in WH routers. Moreover,
DSMs only require the transmission of very short messages
(10 flits at most in the Cray T3E [19]) so buffer require-
ments can be kept reasonably low. This scenario is also
similar for cc-NUMA machines.

Our goal is to design a fast VCT router which will pro-
vide lower latency than current wormhole routers at any
working load. A number of reasons support this purpose. To
start with, VCT flow control is simpler than WH and there-
fore faster when implemented. Secondly, if we consider the
traffic properties under VCT flow control, we could sim-
plify deadlock avoidance as shown in [3], reducing the re-
quired number of virtual channels under deterministic rout-
ing from two down to one. We will take this approach,
which increases router speed as well. To make our router
competitive at medium and high loads, adaptivity should be
achieved with minimal implementation cost. The simplest
fully adaptive wormhole router [11] implies the addition of
one or more virtual channels to an existing deadlock-free
network. Similarly, we could add one queue (virtual chan-
nel) to the deadlock-free proposal cited above, thus obtain-
ing adaptivity at the minimum possible cost.

With respect to other related work, most of the re-
search effort in the last decade has focused on improv-
ing wormholed-based routers by means of different routing
and deadlock avoidance/recovery strategies. Little has been
done, though, for virtual cut-through networks. To the best
of our knowledge, few proposals, apart from our own, have
considered V CT 0s impact on network behavior ([18] [5]
[17] among others): the more close to our proposal are the
Chaos router [18], which implements non-minimal adap-
tive routing, and the minimal adaptive routing proposed by
Cypher and Gravano [5].

3 The Bubble Router

In this section we propose a minimal fully adaptive rout-
ing algorithm for k-ary n-cube networks using virtual cut-
through switching. After an informal description of this al-
gorithm, we describe the VLSI design of the Bubble router,
discussing low level issues.
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3.1 Adaptive Routing Algorithm for Torus Net-
works

We will present our adaptive routing algorithm infor-
mally. A formal description and subsequent proofs have
been developed but they have been omitted in this paper for
the sake of simplicity.

Consider a full-duplex torus network; each link can be
viewed as two unidirectional links in opposite directions.
Each unidirectional link has two FIFO queues associated
to its input edge. These queues will be referred to as the
adaptive and the escape queue, respectively. Bidirectional
routers can be simply obtained by duplicating links and
queues for the opposite directions as well as increasing the
crossbar size. Routers for n-dimensional torus can also be
easily obtained by extending the basic router resources, i.e.,
links with their associated queues and crossbar size. Each of
the input queues is conceptually identical to a virtual chan-
nel in a wormhole-based router. As we assume VCT switch-
ing, each queue must be able to store at least one packet:
thus, we measure the capacity of a queue in terms of packet
units.

Our adaptive algorithm is based on combining two
strategies: dimension-order routing (DOR) with Bubble
flow control in the escape queues [3], and fully adaptive
minimal routing in the adaptive queues [12]. Packets can
move from an adaptive queue to an escape queue or vicev-
ersa, fulfilling the rules described below. If both queues are
available, preference is given to the adaptive one. Packets
using a escape queue can freely use, if available, an adaptive
queue at the next router. The resulting routing algorithm is
minimal fully adaptive and reduces hardware requirements
with respect to previous proposals. As a result, router de-
lay is considerably reduced, as it will be shown in the next
subsection.

Packets travelling through escape queues use DOR paths
and are regulated by Bubble flow control. Bubble flow
control works as follows. Consider the set of unidirec-
tional links along a given direction in a dimension of a n-
dimensional torus network. Those links form a unidirec-
tional ring as can be seen in Figure 1. Considering only the
escape queues, packets (shaded units at each queue) are al-
lowed to progress (shaded arrows) to another queue along
the ring if there is an empty packet unit at that queue, that
is, there is enough buffer space to store the whole packet.
Note that this is the basic requirement of virtual cut-through
switching. Thus, no additional constraints are imposed at
this point. However, packet injection into the ring is only
allowed if after injection there is at least one empty packet
unit in the set of queues for the whole ring corresponding
to the dimension (and direction) requested by the incoming
packet. That is the key to avoid deadlock in any ring be-
cause the empty packet unit acts as a bubble which allows
continuous packet movement along the ring. Although a
number of solutions to provide a bubble exist, in our final
implementation, before allowing a new packet injection in

a ring at an arbitrary node, we check for the existence of
two free packet units in the escape queue at that node corre-
sponding to the requested ring (Bubble Condition).

Similarly, when a packet attempts to change to the next
dimension, it will be granted access to the escape queue if
there are at least two empty packet units in the requested
ring. Thus, moving to another dimension is treated as a
packet injection.

In short, Bubble flow control avoids deadlock inside
rings. Additionally, it is well known that DOR avoids
deadlock involving several dimensions because they are
crossed in order and there are no cyclic dependencies be-
tween buffer resources [7]. Therefore, the whole set of net-
work escape queues is deadlock-free.

Packets travelling through adaptive queues can use any
minimal path and are regulated by virtual cut-through flow
control. Packets can use adaptive queues without any con-
straint provided that there is enough space for one packet.
This applies to any packet, independently of where it comes
from. Bubble flow control will only be applied if the next
selected queue is an escape one. When both the adaptive
and escape queue of a profitable channel are available, pri-
ority is given to the adaptive one. This selection policy pro-
vides a high routing flexibility, allowing packets to follow
any minimal path available in the network.

The adaptive routing algorithm described above is also
deadlock-free. As indicated in [12], adding queues to a
deadlock-free routing algorithm cannot induce any dead-
lock, regardless of how packets are routed in the additional
queues. The only constraint is that the routing algorithm
should not consider the queue currently storing the packet
when computing the set of routing options. This constraint
is met by our routing algorithm because a packet can be
routed on both escape and adaptive queues at any router, re-
gardless of the queue storing it. Taking into account that
DOR with Bubble flow control is deadlock-free, it follows
that the whole routing algorithm is also deadlock-free.

When all the adaptive queues are full, as in Figure 2.(a),
the network behaves as if only escape queues existed, as
shown in Figure 2.(b). From the point of view of the escape
queues, this state is identical to that depicted in Figure 1.
It is clear from Figure 2 that escape queues are used by the
packets stored in adaptive queues, avoiding any deadlock
situation in the network with only two queues per physical
link.

A VCT network which applies only Bubble flow control
may lead to starvation. This problem arises in deterministic
routing because packets advancing along a given unidimen-
sional ring have a higher priority than those that are trying
to enter that ring. For example, in Figure 3, packets go-
ing from router A to router D have a higher priority than
packets trying to be injected at router B. Thus, if traffic
between A and D is not stopped, a packet can be indef-
initely waiting to enter at B. However, starvation cannot
occur for the adaptive Bubble algorithm because the access
to the adaptive queues is not restricted. This means that
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Figure 1. Deadlock avoidance in a ring by using Bubble flow control.
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Figure 2. Representation of adaptive and es-
cape queues when all adaptive ones are busy
and equivalent network.

packets in transit have the same probability to acquire the
adaptive queue as incoming packets. In the previous ex-
ample, the packet to be injected at B will succeed entering
next node’s adaptive queue. Even if that queue is temporar-
ily full, a packet unit will eventually become free because
the network is deadlock-free.

3.2 Bubble Router Design

In order to validate our proposal, a router for bidirec-
tional n-dimensional torus networks has been designed. In
particular, this router has been specified using the hard-
ware description language VHDL. Internal router compo-
nents are clocked synchronously but communications with
neighbor routers are asynchronous in order to avoid clock
skew problems.

This section describes the design of the Bubble router,
highlighting the differences with respect to other design al-
ternatives.

Injection
Consumption

A B D

Figure 3. Example of starvation in determin-
istic Bubble flow control. It is avoided in our
proposal.

3.2.1 Basic Router Blocks

The main blocks of the proposed router architecture are
shown in Figure 4. There is an escape queue and an adap-
tive queue for each physical link. They behave as described
in the previous section. Both of them are implemented as
FIFO queues with an additional synchronization module to
support the asynchronous communication between routers.

Figure 4. Router organization for a 2-D torus.

Input queues and output ports are connected through a
crossbar. A round-robin policy has been chosen to select
among packets contending for the same output link. More-
over, taking into account that link multiplexing is performed
on a packet-by-packet basis, a virtual channel controller is
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not required at the crossbar output. This reduces the latency
of packets crossing the router. Besides, it is not necessary
to send acknowledgment signals for every transmitted phit,
and therefore, communication is less sensitive to wire de-
lays.

Physical data links (and phits) in the current implemen-
tation are 9 bits wide, 8 bits for data and 1 bit for indicating
the packet tail. Packets are 16 phits long, including the n-
phit header which represents the destination address as a
tuple of n offsets, i.e., the x and y offsets in a 2D torus.

The routing decision unit (RDU) associated to each in-
put queue selects the output port taking into account the in-
formation in the packet header, the available local output
ports and the status of the neighbor’s queues. This status is
known through external signals which are processed by the
crossbar arbiter. If the selected output port and queue are
available, the RDU updates the header phits so that the off-
set in the selected dimension is decremented, and sent first.
This decrement operation is carried out simultaneously for
x and y offsets, and in parallel with the crossbar arbitration.
However, only one of the modified offsets will be forwarded
as the first phit according to the selected output.

In order to keep the arbiter complexity low, potential out-
put ports are requested in a cyclic sequential manner, one
port per cycle until one of them is selected. Although this
strategy may seem to decrease throughput, our experiments
showed no noticeable degradation [22].

Queues are requested to the crossbar arbiter in the fol-
lowing order:

1. The adaptive queue of the neighbor along the incoming
dimension, if the first offset is not zero.

2. The adaptive queue of the neighbor along the other di-
mension, if the second offset is not zero.

3. The escape queue of the neighbor along the first di-
mension, if the x offset is not zero or the escape queue
of the neighbor along the second dimension if the x

offset is zero. Before requesting an escape queue, the
RDU verifies the Bubble condition. To do so, it checks
that there are at least two empty packet units at the cur-
rent router’s escape queue. To guarantee the existence
of one free packet unit it needs to ask for two; the latter
may be acquired during that cycle by a transit packet.

Therefore, the routing decision in an empty network will
take one cycle except for the x� to� y turn and the deliv-
ery to the consumption channel. Both cases need two cy-
cles as they examine both header phits. Finally, it is worth
mentioning that the operations carried out by the routing
decision unit depend on packet destination but they do not
depend on the queue storing the packet. Thus, the RDU is
identical for both adaptive and escape queues.

3.2.2 Time and Area of the Current Design

We have designed the entire Bubble router using the Syn-
opsys v1997.08 synthesis tool. Then, we mapped our de-
sign into 0.7 �m (two metal layers) technology from AT-
MEL/ES2 foundry under typical working conditions with
standard cells from Es2 Synopsys design kit V5.2. Although
the obtained results for area and time are estimated by Syn-
opsys in a pessimistic way, they provide us with values very
close to the physical domain.

Table 1 shows both delay and area for each one of the
router blocks. As the design is pipelined, the block in the
critical path with highest delay determines the maximum
clock frequency of the device. In this particular case it is the
crossbar, due to its arbitration complexity, which imposes a
cycle time of 5.65 ns. For the queue blocks we have con-
sidered three possible sizes: 32, 64, and 128 phits, in order
to see the impact that queue depth has on its management
time. For this design, 128 phits is the optimal value because
it is the largest queue whose access time is still lower than
the selected cycle time. Nevertheless, as we will see below,
we actually use queues 64 phits long.

Module Critical Path (ns) Area(mm2)
Sync. 3.53 0.51(�5)
Queue (32 phits) 5.19 0.41
Queue (64 phits) 5.22 0.59(�9)
Queue (128 phits) 5.25 0.94
Routing Dec. Unit 5.64 0.80(�9)
Crossbar & Arbiter 5.65 3.70(�1)

Total (64 phits) 5.65 18.76

Table 1. Characteristics of the router modules
under typical conditions.

These results lead to the number of clock cycles repre-
sented in Figure 5. Crossbar and FIFO stages consume one
cycle each. One or two cycles are spent in the routing deci-
sion unit depending on the direction followed by the packet
(turns and consumption are penalized with an additional cy-
cle). Finally, because of its asynchronous behavior, the syn-
chronization module spends a variable amount of time (1
cycle on average).

3.3 Design of Alternative Router Organizations

Once the new router has been designed, the next step is
to assess its performance for specific networks. However,
it is not enough to obtain absolute performance figures for
our router. We also need to compare it with other proposals
using the same design methodology.

To achieve this goal, three additional routers have been
designed for the same topology. Their organizations rep-
resent standard solutions for routers to be included into
toroidal networks.
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Figure 5. Delay in clock cycles for each mod-
ule in the Bubble router pipeline.

A fully adaptive wormhole router that uses Duato’s rout-
ing algorithm [11] for avoiding message deadlock has been
designed . It requires at least three virtual channels per link.
The crossbar size is 13 � 13 for a two-dimensional router.
As in the router for the Cray T3E, wormhole switching is
used but the maximum message length is limited. By do-
ing so, the restriction on the use of adaptive channels can be
eliminated, and therefore, the presence in the same queue of
flits belonging to different messages is allowed. Although
other alternatives for flow control have been tested, this is
the one that offers the best results.

Additionally, in order to measure the cost of adaptiv-
ity, two routers using deterministic routing (DOR) have
been designed. The first one, based on [6], uses wormhole
switching and two virtual channels to avoid deadlock. We
have not used more advanced algorithms for handling vir-
tual channels, like the one proposed in [11], because it in-
creases the router complexity and diminishes the main ad-
vantage of deterministic routers: low latency. The second
deterministic router is based on the Bubble algorithm [3],
with only one set of queues which follows the same flow
control strategy as the escape queues described in Section
3.1.

The pipelined structures for wormhole routers are shown
in Figure 6. The results for area and cycle time for each of
these three designs, obtained from the hardware synthesis
tools, are shown in Table 2. Note that the building blocks
differ in each implementation as it was described in each
original proposal but we apply the same VLSI design style.
Additionally, due to the long arbitration delay in the adap-
tive wormhole router, the crossbar and arbiter stage has been
split into two stages. To fairly compare among designs,
we assume a total buffer capacity for the set of queues at-
tached to each input channel of 128 flits for WH routers
and 128 phits for VCT routers. It can be seen in Table 2
that this buffer capacity penalizes the clock cycle value for
the Bubble DOR implementation. The small difference in
time between the crossbar and arbiter units of both worm-
hole VC DOR and Bubble adaptive routers (Table 1)is due
to the later having to control channel multiplexing.

Figure 6. Pipeline structures for VC DOR and
VC Adaptive routers.

4 Quantitative Router Evaluation

In this section, we compare the Bubble router perfor-
mance with those of the alternative routers. First, we will
compare router delay and its impact on network base la-
tency based on the time analysis presented above. Then, we
will analyze router behavior inside specific networks.

4.1 Evaluation of VLSI Router Cost

Table 3 summarizes, for all the routers, the required sili-
con area and time delays presented in the previous section.
It is clear that methods based on Bubble flow control are, at
least, a realistic alternative to the classical wormhole solu-
tions based on virtual channels.

In our designs, the circuit’s critical path is the arbiter plus
crossbar unit except for the VC adaptive router in which the
arbiter and the crossbar are decoupled, being the arbiter the
stage that dictates the cycle time. This time is strongly re-
lated to the number of virtual channels that can request a
given output port. Therefore, the cycle time for our adaptive
Bubble router is similar to that of the deterministic worm-
hole router. Traditional wormhole routers require a virtual
channel controller in order to provide link multiplexing at
the flit-level. Bubble-based routers eliminate one pipeline
stage per node because, as mentioned above, they do not re-
quire a virtual channel controller at each output port. This
reduces silicon area for the adaptive Bubble router which
uses only 56% of the required area for the adaptive worm-
hole counterpart. Besides, a shorter pipeline also reduces
the hop time.

6



Bubble DOR (VCT) VC. DOR (WH) VC. Adaptive (WH)

Module Time(ns:) Area(mm2) Time(ns:) Area(mm2) Time(ns:) Area(mm2)
Sync. 3.53 0.51(�5) 3.53 0.51(�5) 3.53 0.51(�5)
Standard Queue 5.25 0.94(�4) 5.22 1.18(�4) 5.22 1.51(�4)
Injection Queue 5.25 0.94(�1) 5.25 0.94(�1) 5.25 0.94(�1)
Crossbar & Arbiter 4.31 2.15(�1) 5.57 6.30(�1) 6.77,7.50 7.86(�1)
Routing Unit 3.58 0.13(�5) 3.70 0.06(�9) – –
Address decoder – – – – 5.31 0.86(�13)
VC Controller – – 2.97 0.17(� 4) 4.08 1.20(�4)

Total 5.25 10.05 5.57 15.73 7.5 33.37

Table 2. Characteristics of alternative router designs for 2-D tori.

Router Clock Crossbar Queue Cycle time Area Hop Time
Cycles Size Sizes (ns:) (mm2) (ns:)

Bubble DOR 4 5� 5 128 5.25 10.05 21.0
VC DOR 5 9� 9 64 + 64 5.57 15.73 27.85
VC Adap. 6 13� 13 64 + 32 + 32 7.5 33.37 45
Bubble Adap 4-5 9� 5 64 + 64 5.65 18.76 25.43

Table 3. Characteristics of router designs for 2-D tori.

Although a hardware design of a Bubble 3-D router has
not yet been completed, preliminary results have been ob-
tained by designing in VLSI the most critical parts of the
routers. The additional costs are basically due to the incre-
ment in the number of inputs and outputs links. Thus, a 3-D
router increases its pin-count by a factor of 7/5 with respect
to a 2-D counterpart; obviously, this produces an increment
in both silicon area and clock cycle.

Taking into account the bottlenecks found in 2-D routers,
we encountered that the most critical component was the
crossbar arbiter, and therefore, we paid more attention to
the crossbar unit. In fact, we have developed VHDL in-
stances of each one of the necessary crossbars for the four
3-D routers under analysis. Table 4 shows preliminary re-
sults.

Router Clock Crossbar Crossbar Router
cycles size critical cycle

path time
Bub. DOR 4 7� 7 4.92 5.25
VC DOR 5 13� 13 5.79 5.79
VC Adap 6 19� 19 8.71 8.71
Bub. Adap 5 13� 7 6.28 6.28

Table 4. Main characteristics of 3-D torus
routers.

4.2 Network Analysis

Besides comparing stand-alone routers, we should com-
pare their behavior when used to build specific networks.
Although the physical implementation of the whole network
would be the best way to assess its performance, accurate
results can also be obtained by employing simulation tools.

Simulations have been performed at low level, using
Vhdlsim and Leapfrog, VHDL simulators from Synopsys
and Cadence respectively. In this way, every part of the
router is accessible and can be monitored. However, this
method has the drawback of requiring long simulation time.
For instance, the average time for simulating 20000 clock
cycles of an 8�8 2-D torus is about 10 hours running Vhdl-
sim and 2.5 hours for Leapfrog in the same conditions on an
UltraSparc2 with 128 Mbytes.

With the aim of reducing the design cycle, an object ori-
ented simulator has been written in C++. This simulator,
called SICOSYS (SImulator for COmmunication SYStem)
[21], has a remarkable feature: low-level characteristics of
each router have been incorporated into the code, including
the component delays obtained by using VLSI tools. This
approach guarantees the delivery of accurate results which
are very close to those obtained through VHDL simulation
(discrepancies in latency less than 4%).

The results presented below have been obtained using
SICOSYS and applying the component delays presented in
section 3. The results correspond to 16-ary 2-cube networks
under two different message destination patterns: random
and specific permutations. In the first case, all the nodes
have the same probability of becoming the destination for
a given message. Two message length distributions were
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considered for this pattern: only short messages (16 phits1)
and a mix of short and long messages in order to simu-
late bimodal traffic (16 phits and 160 phits2, respectively).
The latter resembles the traffic generated in DSM multipro-
cessors in which short messages correspond to requests (or
invalidation primitives for cc-NUMA), and long messages
correspond to cache lines.

For the specific permutation experiments, three traffic
patterns were taken into account: matrix transpose, bit re-
versal, and perfect-shuffle. All three cases are frequently
used in numerical applications, such as in ADI methods to
solve differential equation systems and in FFT algorithms,
among others. In all the experiments, the traffic generation
rate is uniform and randomly distributed over time.

4.2.1 Network Latency at Zero Load

Base latency depends on the router complexity. Therefore,
adaptive routers tend to exhibit lower performance in low
load situations. In our proposal this drawback has been min-
imized in two ways: limiting the number of queues per link
to only two, and implementing a sequential arbiter to man-
age the requests for the router output links.

Table 5 shows the base latency for all the router designs
and traffic patterns considered. The corresponding values
have been obtained when the load applied to the network
was around 0.05% of the bisection bandwidth.

Router Rand Bimo Mtra BitR PerfS
Bub. DOR 276.5 358.2 284.2 282.2 279.7
VC DOR 338.6 424.6 348.5 346.2 342.8
VC Adap. 515.4 652.2 543.7 539.5 518.5
Bub. Adap 303.8 406.6 318.8 316.3 306.1

Table 5. Base latency (ns).

As we have previously mentioned, our main goal is to
reduce the latency values in the most frequently used sce-
narios of network operation because many parallel applica-
tions for DSM machines are latency-limited, thus benefiting
from reductions in message latency [23]. As expected, the
deterministic Bubble router, which has the lower through
delay, exhibits the lowest network base latency. Even when
adaptivity is supported, the adaptive Bubble router exhibits
latency values better than those obtained by deterministic
wormhole routers. On the contrary, supporting fully adap-
tive routing in a wormhole-based router comes at a high
cost: an increment of more than 50% in base latency.

4.2.2 Maximum Sustained Throughput

In spite of message latency being the main figure of merit
in order to reduce the execution time of most parallel ap-
plications, another metric like the maximum throughput is

1In wormhole routers 1 phit = 1 flit
2in VCT routers the long messages are fragmented in 10 smalls packets

frequently used to measure the performance of a specific in-
terconnection network. Determining the saturation point of
the network is nearly impossible in our context because this
value strongly depends on the simulation conditions such
as the random generation of values and the seeds election.
Notwithstanding, the maximum value of the accepted traffic
can give an idea of the network behavior in congestion con-
ditions. These values expressed in structural terms (phits
accepted per network cycle) and technological terms (phits
accepted per nanosecond) can be seen in Table 6 for the dif-
ferent traffic patterns and routers. In all cases, the Bubble
adaptive router achieves the largest throughput when mea-
sured in phits/ns.

4.2.3 Network Latency and Throughput at Variable
Load

To complete this quantitative comparison, we need to con-
sider network behavior under different message patterns and
variable network loads. To justify the additional cost of
adaptivity, we need to evaluate both deterministic and adap-
tive routers at medium to high workloads.

For space restriction only can show in Figure 7 the plots
for the average message latency and throughput for 256-
node 2-D torus versus applied load which is expressed only
in phits per nanosecond for matrix transpose traffic. It
should be noted that latency values include injection buffer
delays. Injection delays must be taken into account in order
to produce reliable results because they depend not only on
the traffic load but also on the traffic pattern.

These results clearly show the superior behavior of both
Bubble-based routers over wormhole-based counterparts in
torus networks. The differences in latency values observed
for zero load are maintained along the workable load range.
For loads close to network saturation, all routers exhibit la-
tency values which are even up to five times greater than the
original base latency. This values can be prohibitively large
for most parallel applications.

Obviously, for random traffic (see Table 6) the Bubble
DOR router outperforms its adaptive counterpart but only
by a small amount. It should be noted, though, that the
adaptive Bubble router shows a behavior similar or even
better than the VC DOR router, and clearly outperforms
the VC adaptive one. However, a random destination traf-
fic with a bimodal length distribution is more susceptible to
congestion and benefits from adaptivity.

As it can be seen in Tables 5, the adaptive Bubble router
reduces latency for medium to high loads. Furthermore,
the adaptive Bubble router considerably improves network
throughput when non-uniform traffic is being considered,
consequently expanding the range of network load that can
be efficiently handled. This is interesting for bandwidth-
limited parallel applications which are expected to gener-
ate workloads close to the saturation region. The VC adap-
tive router achieves slightly higher throughputs in structural
terms (see Table 6) for most permutation patterns but this
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Traffic Random Bimodal M. Transpose P.Shuffle Bit Reversal

Router Phits/cycle Phits/ns Phits/cycle Phits/ns Phits/cycle Phits/ns Phits/cycle Phits/ns Phits/cycle Phits/ns

Bub. DOR 88.35 16.83 68.86 13.12 28.67 5.46 32.13 6.12 24.32 4.63
VC DOR 75.14 13.49 52.55 9.97 30.10 5.40 27.14 4.87 28.08 4.50
VC Adap 98.68 13.15 91.90 12.50 60.41 8.05 48.38 6.42 85.25 11.37
Bub. Adap 94.84 16.79 83.32 14.74 54.78 9.70 43.78 7.49 74.24 13.14

Table 6. Maximum achievable throughput for 2-D networks for the four routers under various traffic
patterns.
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Figure 7. Latency and Throughput for a 256-node 2-D Torus under Matrix Transpose Traffic.
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Figure 8. Latency and Throughput for a 512-node 3-D Torus under Matrix Transpose Traffic.
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gain disappear if the cycle time is taken in account.
We have evaluated the four routers in a 3-D torus topol-

ogy, which is the case for the Cray T3E router. As indicated
above, these simulations use delay values from preliminary
VLSI designs, and further optimization is in progress. Fig-
ure 8 shows the results on a 512-node 3-D torus with matrix
transpose traffic. Although the adaptive Bubble router ex-
hibits 10% higher base latency than the deterministic worm-
hole router, it is still a very competitive alternative, specially
for non-uniform workloads for which it exhibits lower la-
tency than the adaptive wormhole router (in the order of
40%) and higher throughput.

5 Conclusions

We have presented in this paper a simple mechanism to
implement fully adaptive virtual cut-through routers, based
on Bubble flow control. This flow control technique guaran-
tees continuous message movement through any ring in the
network by preserving at least one empty packet unit in the
ring’s queues. The queues that apply this deadlock avoid-
ance strategy are used as escape ways for messages. Thus,
DOR routing in the escape queues can be combined with
additional queues using any other adaptive routing algo-
rithm. Consequently, the Bubble router employs deadlock-
free fully adaptive minimal routing for torus networks of
any number of dimensions.

The obtained results demonstrate noticeable perfor-
mance gains for the proposed router with respect to routers
based on wormhole flow control and virtual channels. Our
Bubble router design can be implemented with lower costs,
in silicon area and delay, than those for wormhole routers
based on virtual channels. The delay per hop in the Bubble
routers is lower than those exhibited by both deterministic
and adaptive wormhole routers. This translates into better
network performance at most loads. Despite being a fully
adaptive router, the latency exhibited by the adaptive Bub-
ble router is similar to, or in most cases, lower than that of
the deterministic wormhole router. Besides, it clearly out-
performs the adaptive wormhole router. For instance, under
random traffic we obtain gains in base latency of 41% and
37% for 16-ary 2-cube and 8-ary 3-cube networks, respec-
tively, using only 57% of the required silicon area for an
adaptive wormhole router.

In summary, the adaptive Bubble router is a feasible al-
ternative to existing commercial routers based on virtual
channels and wormhole switching, such as SGI Spider, Cray
T3E, and Intel Cavallino routers.
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